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World Wide Web:
[Tapaoknvio & Ogpéiio

AVTIKEiJEVA TTOpOUCIaoNnC -

» Kevrpa Acitoupyiag AikTuwv (Network Operation
Centers — NOCs)

* Opyaviouoi (Organizations)

* 2UAAoyol / Koivotnrteg (Societies / Communities)
* YTrodoueg (Infrastructures)

* YTTInpeoieg (Services)

__* Apaotnpiotnteg (Activities)

Tunua MabnuaTikdv
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World Wide Web:
[Tapaoknvio & Ogpéito

2 TOXOI TTapouaciacnc:
* Present the most important real artificial network.

* |dentify the infrastructures that make the web
function.

* |dentify the different interconnected networks.
These networks are different, but there are
harmonious correspondences which guarantee
the overall functionality.

Tunua MabnuaTikdv
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2 DVTOUO 1GTOPIKO
http://en.wikipedia.org/wiki/History of the Internet

Government-built Internet or private-sector-build?
NEITHER & BOTH! Nowadays,
Internet = “commons-based peer production.”
Build by a human open, decentralized, peer network
+

Web is built on Top of the Internet

Tunua MabnuaTikdv
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brating people who g the Internet to life

INTERNET
HALL of FAME HOMEY| INDUCTEES | NOMINATIONS | INTERNETHISTORY | SPEAKERS | PRESS | BLOG | ABOUT

HALL OF FAME HIGHLIGHTS
HALL OF FAME HIGHLIGHTS...

: » Lessons for Today in Internet's Past
The Inte rnet's Ea rl Y Everything old is new again for Internet
Networker Hall of Fame inductee Ed Krol. The

¢ i author of “The Hitchhiker’s Guide to the
Internet,” one of the earliest non-
technical guidebooks, and “The Whole
A Internet” book series, Krol helped create
MEET THE INDUCTEES the web’s early in...

more @

dny

In THEIR own WORDS Internet HISTORY Timeline  Mapping inductees’ defining moments in Internet
» Venezuela's First Connection a Result of "Sheer history.
Luck"

Ermanno Pietrosemoli

is known as a pioneer, 1 958

both for his efforts to
connect Latin Sixty years ago, the U.S. government
Americantothe created the Advanced Research Projects

Agency in response to the Soviet's Sputnik

Internet and for setting ik
aunch.

a world record for distance of a Wi-Fi signal.

more

ADVANCED RESEARCH PROJECTS AGENCY
IN the NEWS

» APNIC Partners On Experiment to Improve DNS "INTERNET HISTORY TIMELINE" ()

An experiment is

t underway to better BLOG
e understand the
security protocols » Lessons for Today in Internet's Past

MAY 14, 2018

protecting commonly

used domain name system servers. » APNIC Partners On Experiment to Improve DNS

MAY 4, 2018

more @ » Venezuela's First Connection a Result of "Sheer Luck"

APRIL 18, 2018

» Ermanno Pietrosemoli on Building Global Internet Networks

APRIL 12, 2

» Pun Tests New Innovations for Health Access in Nepal

MARCH 30, 2018

» The Power and Peril of Search Engines

MARCH 14, 2018

» Tracy LaQuey Parker Talks Internet Security Risks

MARCH 2, 2018

Presented by: Tweets CONNECT with US

NFe»

https://t.co/SSIY104TFI

Tur MaB TIKG
P r] “ G G r] p O I K Q) The Internet Society is a leading advocate for a free and open Internet, promoting the open development, evolution and use of the Internet for the benefit of all

people throughout the world.

/8.10’9[11131]0[[13[{1911.191[1! MMM/
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Celebrating people who bring the Internet to life

INTERNET
HALL of FAME" Home |VINDUCTEES' NOMINATIONS | INTERNET HISTORY | SPEAKERS | PRESS | BLOG | ABoUT

dny

INDUCTEES

HOME / INDUCTEES / 2017 INDUCTEES

In this section:
201 7 INTERNET HALL OF FAME INDUCTEES » Inductees Alphabetically

b 2012 Inductees
b 2013 Inductees
GLOBAL CONNECTORS INNOVATORS » 2014 Inductees

] [ ] » 2017 Inductees

€2  Nabil Bukhalid Jaap Akkerhuis
a7
Ira Fuchs i 1 Yvonne Marie
ﬁ | Andrés
bl
& Shigeki Goto
=
E Mike Jensen

Ermanno
Pietrosemoli

Alan Emtage

Ed Krol

Tracy LaQuey Parker

.
r
-]

Tadao Takahashi Craig Partridge

| ,
W EB
.

Florencio Utreras

/810'9Lu9330[[13q19u191u1 MMM/

Jianping Wu

I
-
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-
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World Wide Web Hall of Fame @ First International

(g,

Conference on the World-Wide Web (1994)

Tim Berners-Lee, CERN

Marc Andreessen, Netscape Communications Co., formerly
at NCSA

Eric Bina, Netscape Communications Co., formerly at NCSA

Kevin Hughes, Honolulu C.C., now at Enterprise Information
Technologies

Rob Hartill, Los Alamos National Lab, formerly at U. Wales
College at Cardiff

Lou Montulli, Netscape Communications Co., formerly at U.
Kansas

Tunua MabnuaTikdv
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[TiavO péEALOY

Operations Concept for a Solar System Internetwork (SSI)
IOAG.T.RC.001.V1

- SSI Node w/ forwarding capability
(“Service Provider” or “Service User")

— SSI Node w/out forwarding capability
‘ 1 (“Service User” only)

http://ipnsig.org/wp-content/uploads/2012/07/SISG-
Operations-Concept-for-SSl-final-version.pdf

TuRpa MaBnuaTikdv
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Delay-Tolerance Needed

Disruption-Tolerance Needed
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------ Wireless communication link ® Person or vehicle

—— Wired communication link ® Intemnet router
) Antenna @ Telephone central office
™ DTN node O  Sensor
A

Aircraft with DTN node

Delay- and Disruption-Tolerant Networks (DTNs): A Tutorial

Tunua I\r)lg%{]/wgﬁl
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9




Update: htty 0
NASA Disruption Tolerant Networking

e,



https://www.nasa.gov/content/dtn

Network Layer Interaction

Sending
Computer
Application to App]ic ation
network interaction
Compression, and :
data sequence Presentation
MManages Opening/ ]
Closing Connection Session
Port Destination
Encapsulation Transport
Network Address
Encapsulation Network
HW Address .
Encapsulation Data Link
Physical

Data Transfer

Receiving
Computer
. . Application to
App]ll’:ﬂtlﬂll network interaction
i Compression, and
Presentation 1
ata sequence
= Manages Connection
Session MNegotiation
Port Destination
Transport Evaluation
Network Address
Network Evaluation
- HW Address
Data Link Evaluation

t

Physical




Ad hoc Internet protocol stack

NFS
RPC

I
-
=
=
=
=
-
TELNET
FTP
SMTP
HTTP
X
Kerberos
TFTP
Other Apps

Link and Physical

TuApa MaBnuaTikov
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OSI Model

<< Back
Layer . Encapsulation Devices or .
p Name |Mnemonic Units Components Keywords/Description
7 Application All data PC Network services for application processes, such as file, print, messaging, database
PP services
6 |Presentation| People data Standard interface to data for the application layer. MIME encoding, data encryption,
P conversion, formatting, compression
5 Session Seem data Interhost communication. Establishes, manages and terminates connection between
applications
4 Transport To segments End-to-end connections and reliability. Segmentation/desegmentation of data in proper
P g sequence. Flow control
| 3 | Network | Need packets router | Logical addressing and path determination. Routing. Reporting delivery errors
. . . Physical addressing and access to media. Two sublayers: Logical Link Control (LLC) and
2 Data Link Data frames bridge, switch, NIC Media Access Control (MAC)
1 Physical [Processin bits repeater, hub, Binary transmission signals and encoding. Layout of pins, voltages, cable specifications,
y g transciever modulation

OSI comparision with TCP/IP Protocol Stack

|OS1 #|0SI Layer Name [TCPIIP # TCPIIP Layer Name |[Encapsulation Units | TCPIIP Protocols

| 7 | Application | data [FTP, HTTP, POP3, IMAP, telnet, SMTP, DNS, TFTP
| 6 | Presentation 4 Application | data |

| 5 | Session | data |

| 4 | Transpot | 3 |  Transport | segments | TCP, UDP

| 3 | Nework | 2 | Internet | packets | IP

| 2 | Data I__|nk ‘ 1 ‘ Network Access | ﬁames |

| 1 | Physical | bits |

Hosted at Nowgorod State Universit

http://www.vlsm-calc.net/models.php
TuApa MaBnuaTikov
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ECeMEn Tov Internet

1. Simplification of lower network
layers, after the “Protocol Wars’
(OSI, SNA, DECNET, appletalk,
etc., ..... and TCP/IP) of the
1980s, and early 1990s.

“We reject kings, presidents and voting. We

believe in rough consensus and running code.” :
David Clark at a 1992 talk describing the Internet Engineering
Task Force

)

Tunua MabnuaTikdv




ECeMEn Tov Internet

2. Convergence of applications,
technologies and networks

Voice Video Data Storage

\ Tunua MabnuaTikdv




ECEMEN Tov Internet

TECHNOLOGY ROADMAP: THE INTERNET OF THINGS

Software agents and
advanced sensor
Technology Reach . o fusion
Miniaturization, power-
efficient electronics, and
available spectrum

Teleoperation and
telepresence: Ability to
monitor and control

distant objects
Ability of devices located ) Physical-World

indoors to receive Web
geolocation signals

Locating people and

everyday objects N . oo
Cost reduction leading yaay ool Ubiquitous Positioning

to diffusion into 2nd

wave of applications | Surveillance, security,
healthcare, transport,

food safety, document

Demand for expedited

logistics management Vertical-Market Applications
RFID tags for
facilitating routing,
inventorying, and loss
prevention Supply-Chain Helpers

2000 2010 2020 Time

Source: SRI Consulting Business Intelligence
Quantum

Internet

BAére https:/ / datatracker.ietf.org/doc/ draft-irtf-qirg-principles/



2023-25: TexvoAoyieg Kal UTTIOOOHEC KPAVTIKAG ETUKOWVWVIAC OTNV
Evpwrn kat otnv EAAGda

DECLARATION ON A

QUANTUM COMMUNICATION

INFRASTRUCTURE
FOR THE EU

Quantum communication networks

All 27 EU Member States

have signed a declaration agreeing to work
together to explore how to build a quantum &
communication infrastructure (QCl) across ’
Europe, boosting European capabilities
in quantum technologies, cybersecurity
and industrial competitiveness.

@FutureTechEU #EuroQCl S #

https.//qt.eu/ecosystem/quantum-communication-infrastructure

Terrestrial Fiber link

- == Satellite-to-earth link

9% Telescope 0GS

Trusted Node

« 9
%, Metropolitan area
L Y

TuApa MaBnuaTikov
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A vision for the future space-based quantum
network

Researchers access the

Monetary transfers
. . - research power of
between financial a9 :
o centralized quantum
institutions secured by a5 o
Ty —— : computers and maintain
Z N i i confidentiality
3 New Materials

""-»\,__ Image credit MASANarshall Space
*Flight Center

\
~ Quantum

" Network  -~—

Quantum

\ Communication
Quantum Sensor
arrays may be used

E to monitor local
Image cradit: NASA S aquifers

Image Credit: NASA Ames [ John Hardman

Final Report

Workshop on Space
Quantum Communications
and Networks

nnnnnnnnnnnnnnn
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https://www.nasa.gov/centers-and-facilities/johnson/workshop-on-space-quantum-communications-and-networks-proceedings/
https://www.nasa.gov/centers-and-facilities/johnson/workshop-on-space-quantum-communications-and-networks-proceedings/
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https://www.nasa.gov/centers-and-facilities/johnson/workshop-on-space-quantum-communications-and-networks-proceedings/
https://www.nasa.gov/centers-and-facilities/johnson/workshop-on-space-quantum-communications-and-networks-proceedings/
https://www.nasa.gov/centers-and-facilities/johnson/workshop-on-space-quantum-communications-and-networks-proceedings/

Elcaymyn evpulovik®v
vanpeociv (broadband services)

* High Return On Investment per user, leading to
sustainable and (in long term) profitability

* Cut costs & increase productivity in public sector

» Sectors for immmediate application: health, education,
lift of social / geographical exclusions

Tunua MabnuaTikdv
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Evpulmvikéc vanpeoieg

» Basic network services are prerequisite
o DNS, directory services, e-mail, web, ftp, etc.

* VValue added network services

o Application & document sharing, video/audio
only conference, video e-mail, online gaming,
streamed video, digital music, VolP, sync/async
distance learning, etc.

Tunua MabnuaTikdv

ApiagToTeheio [Naveniotriuio ©ecoalovikng

-gi;\
{ Ok

20



[Ipoc@opd evpOLOVIKOV VTINPECIOV
There is no single “killer application™!!

SOLUTION: services ‘bouquets:
oHigh speed
o“always on” characteristic
oflat fee

Tunua MabnuaTikdv
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Tacivounon vanpecimv
» security & data services

o VPN, firewalls, parental controls

e entertainment
o Video on Demand, Music on Demand, Internet Radio

* Advanced telecommunications
o VoIP, Video telephony, mobility

» Tele-control / smart buildings

o security, surveillance, utility management
Tunua MabnuaTikdv
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Opyavmon

Networks (Classes A— E, + CIDR, IPv4/IPv6)
Autonomous Systems (AS)

Network Operations Centers (NOCs)

* Internet Operation =

“Collaboration, Collaboration, Collaboration!!!

Since 9/2010 the Task Force on Network Operation
Centers (TF-NOC) brings together NOC managers,
engineers, developers, operators, controllers and project
managers interested in NOC functions ...

http:/ /www. geant org
' Tunua Moenpcﬁ ’
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Opyavoon

o Staff:
o roles (request routing, specialized addressing of
requests)
o coverage (place — time of response / address of
ISsues),

o Jurisdiction — responsibilities (administrative
boundaries, obligations)
 NOC organization (centralized hierarchy,
distributed structures, external assignments)

* Integration of tools and methodology of work

N

Tunua MabnuaTikdv
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Opyavoon
* Profile of network users and NOC services
* A framework of NOC obligations against

users (Service Level Agreements - SLAs,
Service usage Regulations)

e Methods — Tools to communicate with
users and manage them

\ Tunua MabnuaTikdv
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Alolknon
Internet governance : shape the
evolution and use of the Internet

Who?? Governments, private sector, civil
society

How? Develop and apply

What”? norms, rules, decision-making
procedures, and programs

Tunua MabnuaTikdv
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Arotknon: Opyava otakvBEpvnong
* Internet Assigned Numbers Authority (IANA) ==>>

Internet Corporation for Assigned Names and Numbers
(ICANN)

Regional Internet Registries (RIRSs)
o ARIN, RIPE NCC, APNIC, LACNIC, AfriNIC

* [nternet Society (ISOC)

* [nternet Architecture Board -->> ISOC

* Internet Engineering Task Force (IETF) -->> ISOC
* [nternet Engineering Steering Group (IESG)

* Internet Research Task Force

* |nternet Research Steering Group

* |[nternet Governance Forum

'gi;\
1 4 -

Tunua MabnuaTikdv
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Internet bodies
. Internet Engineering Task Force (IETF)
Internet Assigned Numbers Authority (IANA)

ICANN - the Internet Corporation for Assigned Names and
Numbers

Internet Society (ISOC)

Number Resource Organization
Regional Internet Registry (RIR)
Internet Research Task Force (IRTF)
Internet Architecture Board (IAB)

United Nations bodies
o Internet Governance Forum

. World Summit on the Information Society
. Working Group on Internet Governance

Tunua MabnuaTikdv
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Internet & Web standards

« Recommendations published by the World Wide Web Consortium (W3C)

* Internet standard (STD) documents published by the Internet Engineering
Task Force (IETF)

« Request for Comments (RFC) documents published by the Internet
Engineering Task Force

Internet Draft -> Proposed Standard (RFC) -> Internet Standard

« Standards published by the International Organization for Standardization
(1ISO)

« Standards published by Ecma International (formerly ECMA)

« The Unicode Standard and various Unicode Technical Reports (UTRs)
published by the Unicode Consortium

 Name and number registries maintained by the Internet Assigned
Numbers Authority (IANA)

Tunua MabnuaTikdv
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Aloiknon:

XpNuUatoootTnon
e Sources

o AUTh annual budget
o AUTh Research Committee
o Competitive Research projects

* Indicative Expenditure categories

o Hardware, software, equipment
o Other / maintenance support

o disposables

o Personnel salaries

o Travel expenses

Tunua MabnuaTikdv
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Avtikeipeva gpyaotioc ota NOC
1) Monitoring:

» Traffic monitoring

o Observation and measurement of the evolution of the traffic on an interface or
line.

* Fault monitoring
o Checking and tracing of failures and errors in network equipment and lines.
« Physical Infrastructure monitoring

o Observation of physical parameters like temperature, humidity, open doors,
etc.

* Flow monitoring

o Observation of the sets of packets passing a point in the network during a
certain time interval.

* Routing monitoring

o Viewing of the IP routes from/to an AS and the routing protocols employed.
« Multicast monitoring

o Observation of multicast topology and availability.
* Logging
___ o Storage of the records of events from devices.
IJ“? Tunua MaBnuaTikdv
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Avtikeipeva epyooiag otoa NOC

2) Problem management:
* Alarming
o Getting warnings about problems or incidents.
« Diagnostic
o Following a procedure in order to identify the source of a problem.
* Sniffing/analyzing
o Investigating inside the packets of data to find the origin of a
problem or malfunction.

3) Performance management

« Passive or active measurement of the throughput of a connection to
analyze its efficiency.

4) Multi-domain management

. g/lanagement of connections that traverse several management
omains.

5) Reporting and statistics
* Querying of data sources for reference and statistics.

Tunua MabnuaTikdv
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Avtikeipeva gpyacioc ota NOC
6) Ticketing
* Process for the tracking of incidents, problems or tasks

/) Change management
« Controlling and recording of changes in values, technologies, etc.

8) Configuration management and backup

» Control and backup of the configuration for the routers, switches and other
pieces of equipment.

9) Chat/communication/coordination

« Communication with people, either in the same institution or in other
institutions.

10) Knowledge management/documentation

« Storing and sharing knowledge information to improve the efficiency in an
organization.

11) Security management

* Control of physical and _Iog%_ical resources to avoid third parts from attacking
the resources of an institution.

Tunua MabnuaTikdv
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Avtikeipeva epyacioc ota NOC

12) Inventory management

« QOrganization and control of information about an institution's
devices, materials and products.

13) Resources management

* Organization and control of logical resources such as IP
addresses, AS numbers, circuits numbers, topology
documentation, etc.

14) Out-of-band access

 Access to the network devices of an institution from an
external network

IJ‘*’?‘ TuRpa MaBnuaTikov as
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Internet infrastructures at A.U.Th.
GU

nel

sch/%
Hed Jan 15 17:35:81 2814

AUTh Gigabit
Backbone Ethernet

20-100% load
50-30% load
40-50% load
Off-campus 20-40% load
Connections 0-20% load
Wireless
Infrastructure

TuApa MaBnuaTikov
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The Network

e |ntranet:

o Networking for secretariats, datacenters, etc.
010.0.0.0, 192.168.0.0

* Internet (IPv4):
0 155.207.0.0 (AUTH-NET)
0 192.104.147.0 (AUTH-TO-OTHERS)
o Autonomous System: AS-5470
o auth.gr, am.gr

* Internet (IPv6 enabled):
o ID: W1-GR-00002188

Tunua MabnuaTikdv
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The Network

* Infrastructures at AUTh (fiber optic cabling,
wireless links, switches, routers, servers, etc.)

* Services maintained and offered at AUTh (e-
mail, voice, video, web services, etc.)

* E-infrastructures/"middleware™. LDAP, PKI, AAl)

* Tools for administration and monitoring of the
network (netcop, nagios, etc.)

(Ci3) Tunpa MaBnpaTikav
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Cabling: Activities

» Study and supervision of new installations
and expansions of network cabling
iInfrastructure

» Location and repair of faults and
maintenance of network cabling structure

* Maintenance and cleaning of network node
locations

* Operation of the Cabling Management
System (CMS) and data entry to it

Tunua MabnuaTikdv
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Cabling: Activities

* Monitoring and administration of Uninterruptible
Power Supplies (UPS) for NOC

» Study, supervision and maintenance of
electrical power facilities in NOC and network
premises

» Study and supervision of air conditioning
facilities (NOC premises, data centers and
network node locations)

Tunua MabnuaTikdv
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Network Documentation

* Floor plans including network outlet positions (in
Visio)

* Imprinting of copper distribution boxes in .doc
format

 Imprinting of fiber optic distribution boxes in .xls
format

» Data structures for network outlets per building,
per floor in MySQL DB. Web based
management application (NOCWeb).

* Files of measurement data and respective

viewers for outlet certification
l‘ Tunua MabnuaTikoyv
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Floor plan with network outlets
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Web/DB based outlet

Floor-Buildings = Building-Units = Cabling Tickets = IPs = Access Outlets | AccessPorts = Access Nodes ZINOC: show - Mozilla Firefox
m https:/fnocweb.ccf. auth.arfauthdbfsnmp/show/22752

Aev undpyel open ticke

Displaying all 119 access o

SNMP Results
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Outlet measurement &
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Outlet measurement & certification

Cable: 3-4-D.52 -- [Test: Auto L3] ’ bai|
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Cabling: Problem solving

» Registration of user problems through ticket
opening from helpdesk.

 Locating faulty network outlets by checking
data bases, floor plans, distribution boxes
files and certification measurements

* Technician on site call
* Check of cabling and outlet
 Damage repair

Tunua MabnuaTikdv
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Cabling: Tools

* Fiber and copper cabling control instrument
(cable tester).

* Network function control instrument (network
tester).

* Tools to terminate copper (UTP) outlets

* Tools to terminate cables at patch panels in
network nodes.

 Various small tools for UTP and power
cabling (stripper, screw drivers, multimeters,

etc).
Tunua MabnuaTikdv
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‘Fiber optics network at AUTh
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Activities

e Routers and ethernet switches
 Connections to remote units
* Connections to the Internet through GRNET

» Detection and resolution of security and network
abuse incidents (“in-house” software development)

* |nstallation and configuration of firewalls
* Network traffic and usage statistics (vRTG, IP accounting)

Tunua MabnuaTikdv
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http://noc.auth.gr/stats/network
http://noc.auth.gr/stats/network/ip_accounting/

Activities

* |P telephony and Voice over IP

o Call switching to other academic institutions
o Telephony provision to 4 remote units
o |IP telephony for NOC

» “Contact Center” for NOC helpdesk (serving AUTh
and Greek School Network users)

* Wireless LANs (hundreds of access points under
NOC administration)

» Dial-up service (through PSTN)
e 2"d |evel support for the GSN

ﬂ@ Tpr]po I\/Ioer]ponl(oov
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Platforms for management & services

Network Monitoring:

o NMIS (freeware)

o Scripts developed “in-house”

Statistics:

o MRTG, Cacti, RRDtool, nfdump (freeware)

o Scripts and sw application developed “in-house”
Telephony & telephone user helpdesk system
o Cisco Unified Communications Manager

o Contact Center Express (Cisco)
* Access points Management
o Wireless LAN Controller (Cisco)
o Wireless Control System (Cisco)

dbeg MghnuaTikeov 3
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Application

== O e

Collaboration
— Finance
Content Communication

Platform

Aerial view of Microsoft’s new Al datacenter
campus in Mt Pleasant, Wisconsin.

Identity . Queue
Object Storage Runtime Database

Infrastructure

B A
Compute

Network
Block Storage

LR
Google’s datacenter campus in Iowa.

Cloud computing ™

https:/ /en.wikipedia.org/wiki/Cloud_computing

TuApa MaBnuaTikov
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Google 115.000 m? Datacenter @ Iowa

Council Bluffs,
Iowa

© Google 45 188

[Toon nAextpixn) evépyela katavalmvel kabe wpa; Ioyog ~400MW (=75% atolwkr) evepyera)
[Tooa nAextpovika anoPAnta napayet kabe £t1og; 2M tovotl maykooping arno oAa ta datacenters

Inyég:

https:/ /techcrunch.com/2014/04/22/ google-signs-a-407-mw-wind-energy-deal-for-its-iowa-data-center /
https:/ /www.grcooling.com/blog/3-ways-to-manage-e-waste-from-data-centers

https:/ /www.supermicro.com/white_paper/DataCenters_and_theEnvironmentDec2019.pdf
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AUThs’ Central Datacenters at NOC:

economies of scale at the University level

« Strategy
* Infrastructures
e Blade servers

* Network Attached Storage (NAS)
* Virtualization

Tunua MabnuaTikdv
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Strategic 1ssues

Data protection

o Central repository (storage consolidation)

o Synchronization between two points (replication)
Protection from hardware failures

o Protection from faults in HW (servers + disks)

o Live virtual machine migration

* Optimum resource exploitation

o processor, memory, storage, network

o Dynamic management
o Easy allocation

e Economies of scale

Tunua MabnuaTikdv
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Landscape of services

Personal Network Access
User authentication is required in Connection to AUThnet
order to access services: . Wired
NOC, ITC, University Library, e Wireless
Secretariats, other Service

. « Through a secure channel
Providers

Web services

Website development
AUTh and NOC

Infrastructure for website hosting Voice and Video

Other AUTh units Cooperative activities
Interfaces development - telephony

Press news, tele-education * Video transmissions

76N Tprﬁp%'ﬁ%@%%%ﬂl('o%%s’ e-university y t%econference



http://www.dreamstime.com/register?jump_to=http%3A%2F%2Fwww.dreamstime.com%2Flaptop-with-landscape-stock-photo-image17035920

The Greek School Network (GSN)

-qi;\
{ Ok

Largest public network in Greece

Connects more than 14.300 schools, 3.400
educational units and libraries

Closed educational intranet - 1.300.000 students’
160.000 teachers’ safety is a primary target.

Value added network services for the education

Based on open source development

User support and training for the services GSN provides
Network infrastructure complementary to GRNET
Broadband access GSN is a central target

Tunua MabnuaTikdv
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GSN operations

* Part of ministry’s strategic planning to introduce
and utilize ICT in education

* Implemented by a cooperating human network:
- Ministry of education
- 2 Research Centers, 9 Universities, 2 TEI
- AUTH participates through NOC which is responsible for:

- User helpdesk (at Thessaloniki, Pella, Serres)
- Service Level Agreement (SLA) framework for ICT services
- Computer Security Incident Response Team - CSIRT for the GSN

 Best Practice at a national and international level

Tunua MabnuaTikdv
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IInyn: https:/ /www.sch.gr/wp-content/uploads/2009/09/PSD_Ipodomes_GR.pdf
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User helpdesk

* Provides assistance to AUTh and GSN users

o Handles user requests and provides help to solve
technical problems

o Organizes briefings, collects, organizes and presents
statistics for NOC services

o Coordinates training activities and edits training material

o Creates user manuals and provides information for NOC
services (telephone and on counter at AUTh campus)

Tunua MabnuaTikdv 63
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Relevant Movies!

Lo and Behold, Reveries of the Connected World (2016)
http://www.imdb.com/title/tt5275828/

The Circle (2017) http://www.imdb.com/title/tt4287320/

Zero Days (2016) http://www.imdb.com/title/tt5446858/

Banking on Bitcoin (2016) http://www.imdb.com/title/tt5033790/

Deep Web (2015) http://www.imdb.com/title/tt3312868/

Trust Machine: The Story of Blockchain (2018)
https://www.imdb.com/title/tt7407496/
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